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Resumen-- Para optimizar las actividades ingenieriles es necesario realizar un análisis de una gran cantidad de datos y variables. 

El objetivo es implementar MDR para abordar mejor el estudio y proponer mejoras para reducir el consumo energético en los 

centros de salud extremeños. Estas numerosas variables no tienen unas interacciones directas y cuantificables sobre el consumo 

energético. Para solventar este inconveniente es posible aplicar el método de reducción de dimensionalidad multifactorial (MDR). 

MDR emplea Machine Learning para buscar las mejores combinaciones entre las variables. Esto permite crear un modelo que 

simplifica el análisis de los datos estudiados. De todo el conjunto se selecciona la combinación de variables que mejor describe el 

estudio, agrupando en alto o bajo riesgo. Se ha comprobado que de esta forma es posible comprender mejor y optimizar las 

actividades ingenieriles. MDR puede ser empleado en numerosos análisis ingenieriles: consumo energético, mantenimiento de 

equipos, generación de residuos, etc. 

Palabras clave— Reducción de la dimensionalidad multifactorial; Ingeniería; Construcción sanitaria; Aprendizaje automático; Minería de 

datos.  

Abstract— In order to optimise engineering activities, it is necessary to analyse a large amount of data and variables. The objective 

is to implement MDR to better address the study and propose improvements to reduce energy consumption in Extremadura's health 

centres. These numerous variables do not have direct and quantifiable interactions on energy consumption. To overcome this 

drawback, it is possible to apply the multifactor dimensionality reduction (MDR) method. MDR uses Machine Learning to search 

for the best combinations of variables. This makes it possible to create a model that simplifies the analysis of the data studied. From 

the whole set, the combination of variables that best describes the study is selected, grouping them into high or low risk. It has been 

proven that in this way it is possible to better understand and optimise engineering activities. MDR can be used in numerous 

engineering analyses: energy consumption, equipment maintenance, waste generation, etc. 

Index Terms— Multifactor Dimensionality Reduction; Engineering; Healthcare Building; Machine Learning; Data Mining.. 
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I. INTRODUCTION 

N On many occasions, situations arise where decision-

making plays a key role during the design phase of 

healthcare buildings. A large number of variables need to be 

considered (González-Domínguez et al., 2022), which makes it 

difficult to obtain a clear and concise result. An analysis of the 

variables that best describe the excess energy consumption of 

health centres in Extremadura has been carried out in order to 

better address the study and propose improvements for lower 

energy consumption. 

The MDR (Multifactor Dimensionality Reduction) 

methodology was developed with the aim of being applied to 

the field of genetics, for the study of different diseases and the 

response of the organism to different drugs (Motsinger et al., 

2006). This method makes use of Machine Learning to identify 

the best model that presents the maximum coherence with the 

data studied. MDR has been developed as a non-parametric 

method without a predefined model, i.e., the results obtained 

depend solely on the data analysed (Ritchie et al., 2003). As a 

result, the combination of variables that best describe the 

problem is obtained. In addition, a categorisation into high risk 

or low risk of excess energy consumption is obtained according 

to the number of health centres that exceed or do not exceed the 

average consumption of the data studied.  

This methodology was originally used to determine cancer 

risk based on the interaction between genes and environmental 

factors (Ritchie et al., 2001). This methodology has been tested 

in many research studies in the field of genetics. 

This methodology has also been used to determine gene-to-

gene interactions that may be associated with the risk of type 2 

diabetes. Using this methodology, it was possible to show the 

interaction of two loci out of 23 candidate loci (Cho et al., 

2004). MDR was also used to detect susceptibility to pulmonary 

tuberculosis. Through the application of this methodology a 

strong interaction between 3 polymorphisms out of the initial 

19 was detected (Collins et al., 2013). In studies of diseases 

such as autism, which have a strong genetic dependence, this 

methodology has been used to detect risk based on gene-gene 

interaction (Ma et al., 2005). 

Over time, a number of modifications and extensions of the 

original methodology have been developed depending on the 

characteristics of the starting data and applications of the 

methodology (Gola et al., 2016). 

An extension of this methodology is GMDR (Generalized 

Multifactor Dimensionality Reduction) which allows the 

adjustment of discrete and quantitative covariates and the 

application to dichotomous and continuous phenotypes. This 

extension has been used to study nicotine dependence (Lou et 

al., 2007). 

Another possible extension is the implementation of Cox-

MDR (MDR-based Cox analysis) for the detection of gene-

gene interactions in leukaemia patients. This extension allows 

for better covariate adjustment (Lee et al., 2012). 

The aim of this work is the implementation of MDR to 

evaluate the variables that best describe the excess energy 

consumption in health centres in Extremadura, in order to 

improve the energy management of the building and propose an 

action plan to optimise energy consumption. In the same way, 

MDR can be applied to other engineering activities that are 

affected by many variables in order to address the study 

(González-Domínguez et al., 2021; Sánchez-Barroso et al., 

2021). 

II. METHODOLOGY 

MDR was used to analyse the energy consumption of health 

centres in Extremadura (Spain), because there are many 

variables that affect energy consumption and as many 

dimensions as there are variables (Martínez de Salazar et al., 

2019). These variables can be the surface area, locality, year of 

construction, population in the locality, basic health area, power 

of the air conditioning equipment, etc. All the variables 

considered for this analysis have an interaction with energy 

consumption, however, this interaction is neither direct nor 

linear with energy consumption in health centres (González 

González et al., 2018). 

As the direct relationship between these variables and 

between these variables and energy consumption was not 

known, the importance of each of them and the real effect on 

the analysis is unknown. This makes it difficult to study and 

propose improvements to reduce energy consumption. 

Therefore, it has been decided to use MDR for the data analysis.  

The use of MDR in this analysis has made it possible to 

reduce the problem variables used to generate the most accurate 

model that best describes the study. The model provides a 

classification of all data into high or low risk of excess energy 

consumption. For the use of MDR it is necessary to dichotomise 

the variables, for this purpose, groups were made for each of 

the variables in the most convenient way for the study. The 

energy consumption of each health centre was used as a control 

variable. Once the variables have been dichotomised, MDR can 

be applied to the data. 

In this way, with two variables affecting the analysis, with 

three groups of each variable, nine combinations are generated, 

and for each of these nine combinations a set of health centres 

that exceed their energy consumption and a set that do not 

exceed their energy consumption are obtained. Thus, these 

combinations can be classified as high risk in terms of excess 

energy consumption if the ratio between those that exceed the 

average consumption and those that do not exceeds a threshold. 

They would be low risk in excess energy consumption if this 

threshold is not exceeded. For this research, a unit-valued 

threshold has been considered, so that if the number of health 

facilities with higher-than-average energy consumption 

exceeds the number of those that do not exceed the average, that 

combination will be high risk and vice versa. Figure 1 shows an 

example of the combination of two variables, X10 and X7, with 

those at high risk represented in dark and those at low risk in 

light. 

In the same way, the analysis has been carried out to quantify 

the difference in average consumption of the health centres with 

respect to the average. In this case, for each combination, the 

average energy consumption of the health centres in this 

O 
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combination is calculated and the average consumption of all 

the health centres is subtracted. The combinations are then 

classified according to whether the difference is negative or 

positive as low or high risk in excess energy consumption, 

respectively. An example can be seen in Figure 2 with the high-

risk groups with a positive difference and the low-risk groups 

with a negative difference, in white the groups with no data. 

MDR thus produces a reduction of the dimensionality of the 

n-dimensional analysis to a high or low risk dimension, thus 

facilitating the case study. This one-dimensional variable is 

used for training and testing the Machine Learning algorithm, 

allowing the selection of the best combination of variables. 

Cross-validation is used to find the best combination of 

variables in a supervised learning situation, i.e., the inputs and 

outputs of the data set are known. With the inputs, the values of 

the variables, the algorithm learns to predict the outputs, the 

control variable. To select the best combination of variables, the 

balanced accuracy is used as an indicator, which is calculated 

for all combinations and MDR keeps the best combination of 

them. 

The application of cross-validation divides the data set into 

ten parts, generally, to use nine of these parts for the training set 

of the algorithm and the remaining part for the testing and 

validation set (Motsinger et al., 2006). The algorithm is run ten 

times, using each of the ten parts as the validation set, and the 

cross-validation is determined. The cross-validation shows in 

how many of the ten times the algorithm was run the 

combination selected as the most consistent and best describing 

the dataset. Thus, it is performed with all combinations of 

variables until the one that best represents the analysis dataset 

is obtained. Subsequently, a permutation can be applied to find 

a p-value to test whether the model is statistically significant 

(Dai et al., 2012). 

III. RESULTS  

The use of this methodology has made it possible to 

determine which combination of variables is the most 

representative of the entire data set that was initially available, 

and which groups are at high or low risk of exceeding energy 

consumption within these variables. This considerably reduces 

the dimensions of the problem, going from a problem with 

many variables and no determined interactions between them 

and the control variable, to a problem with defined results by 

limiting the number of variables and only one dimension, 

whether or not energy consumption is exceeded. 

Results are obtained for combinations of different number of 

variables and, according to their cross-validation and balanced 

accuracy, it is selected which of them is the most consistent for 

the analysis of the problem (Coffey et al., 2004). 

In this way, it is possible to perform a more effective analysis 

using the variables obtained as a result, it is also possible to 

tailor the projection of new health centres within the groups 

with the lowest risk of excess energy.  

In the phase of defining the input variables, a careful choice 

must be made, as inconsistent results may be obtained. It is also 

necessary to have a large number of observations in order to 

obtain a consistent and statistically significant result, so that this 

result can be used to analyse the problem and propose 

improvements. 

When analysing many variables and a large sample of data, 

MDR can require high computational power from computer 

hardware (Hahn et al., 2003). This is due to the large number of 

combinations it performs. 

Using combinations of many variables, more than three, it is 

very likely to have groups without data as in the case of Figure 

3. Due to the large number of possible combinations, data can 

be included in certain groups and not in others, leaving empty 

  
Fig. 1. Example of combination of variables with count Fig. 2. Example of combination of variables with difference from the mean 
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combinations of data. This means that the model does not have 

sufficient significance and that future data cannot be analysed 

to fit these data combinations, making it necessary to study all 

of its variables. 

The result of MDR is not always easy to interpret; when 

combinations of four or more variables are used to model the 

data, it is not easy to find patterns of low or high risk. 

 

A. Results discussion 

The main advantage is that it allows a better analysis of all 

multivariate data by reducing the number of variables 

describing the problem. This is achieved with different 

combinations of variables and their classification as high or low 

risk. For the simulated data, the consistency of the cross-

validation is maximised and the average prediction error is 

minimised (Winham et al., 2010).  

Another advantage of using MDR is that it has been 

developed as a non-parametric method and without a 

predefined model, i.e., the results obtained will depend only on 

the data analysed. For example, no regression of the dataset is 

performed, and no expert judgement is needed for data analysis. 

As there is no predefined model, some variables are not valued 

more highly than others. 

Finally, the optimal combination of variables is selected 

objectively due to the use of cross-validation. For this selection, 

only the model's ability to predict high or low risk, the balanced 

accuracy and the consistency of the cross-validation are 

considered. 

In the future, this methodology can be used for decision 

making in other engineering fields, such as equipment 

maintenance analysis, or waste generation analysis (García-

Sanz-Calcedo et al., 2017). 

IV. CONCLUSIONS 

Thanks to the use of this methodology, it has been possible 

to reduce the number of variables that affect the study so that 

the data can be analysed to propose improvements. In this way, 

much more effective analyses can be carried out, thus avoiding 

working with very complex systems that make it difficult to 

obtain a result due to the large number of variables involved. 

Furthermore, it is possible to develop improvements that reduce 

energy consumption, improve equipment maintenance or 

reduce waste generation. 

Unlike other methodologies, MDR is objective thanks to the 

use of Machine Learning with cross-validation, which allows 

defining which cases are high or low risk by using a smaller 

number of variables. By classifying them into high or low risk 

groups, it is possible to propose improvements aimed at those 

that are high risk. In short, the application of MDR is 

appropriate for data analysis in engineering. 
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